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ABSTRACT 
tinySounds is a collaborative work for live performer and 
musebot ensemble. Musebots are autonomous musical 
agents that interact, via messaging, to create a musical 
performance with or without human interaction.  

1. INTRODUCTION 
Generative and interactive systems have a long history 
within music [1, 2, 3]; more recently, aspects of artificial 
intelligence have been applied to such systems, creating a 
contemporary approach known as metacreation [4]. One 
useful model borrowed from artificial intelligence is that 
of agents, specifically multi-agent systems. Agents have 
been defined as autonomous, social, reactive and proac-
tive [5], similar attributes required of performers in im-
provisation ensembles. Musebots [6] offer a structure for 
the design of musical agents, allowing for a communal 
compositional approach [7] as well as a unified model. 
An overview of recent musebot ensembles is given else-
where [8]. 

2. MUSEBOTS 
Musebots are pieces of software that autonomously create 
music collaboratively with other musebots. They decide 
how to respond to their environment – and each other – 
on their own, based upon their internal beliefs, desires, 
and intentions.  

The musebot protocol1 is, at its heart, a method of 
communicating states and intentions, sending networked 
messages established through a collaborative document 
via OSC [9]. A Conductor serves as a running time gen-
erator, as well as a hub through which all messages pass 
(see Fig.1). 
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Individual musebots broadcast to the ensemble aspects 
of their performance; the details of what they communi-
cate is left to the designer of the ensemble. 
 

 

Figure 1. Diagram of messages between musebots and 
the Conductor. In this case, Musebot A sends a broadcast 
message to the Conductor, who rebroadcasts it to the en-
semble. 

3. TINYSOUNDS: FOR VOICE AND 
MUSEBOT ENSEMBLE 

The musebot ensemble in tinySounds is a redeployment 
of an earlier metacreative system, The Indifference En-
gine, which is partially described elsewhere [10]. Live 
audio is analyzed for features: spectral centroid; spectral 
flux; loudness; activity level (onset detection); and Bark 
band spectrum. This information is messaged to the audio 
musebots and an effectsBot (see Fig.2). This latter muse-
bot adds effects – delay, pitch shift, time stretch, ring 
modulation, and distortion – autonomously, based upon 
its interpretation of the analysis messages. For example, it 
will switch effects when activity is low, and add more 
processing when flux is high. 

The audio musebots – in this case, four instances of ti-
nySoundBot – have access to a large corpus of pre-
analyzed soundfiles; given a Bark band spectral analysis 
via the Conductor, the audioBots will attempt to find the 
closest matching recordings from their available data-
base. The audioBots autonomously begin and end playing 
based upon incoming messages, including activity and 
flux, as well as reacting to whether other audioBots are 
active or not.  

Audio is generated using a modified version of CataRT 
[11]. 
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Figure 2. Diagram of musebots in tinySounds. Audio 
pathes are in red; musebot messages are in green. 

4. PERFORMANCE NOTE 
Machine learning algorithms are wonderful for sifting 
through data and discovering relationships; more chal-
lenging is how these algorithms can be used for genera-
tion. It isn’t that difficult, for example, to train a system 
to provide similar sounds for a database, given a live 
sound. But what’s the artistic interest in that? Similarly, it 
isn’t that difficult to extract live performance information 
from an improvising musician – activity level, general 
frequency range, timbre – so that the system responds 
likewise. But, again, reactive systems lose interest fairly 
quickly. 

I find it much more interesting when my musebots go 
off on their own, exploring their own ideas through be-
liefs they may have formed incorrectly and unintentional-
ly. For that reason, I usually build a lot of ambiguity into 
my analysis or provide conflicting information. What 
happens when one musebot is sure of something, while 
another is absolutely sure of something else? And what if 
a third musebot just doesn’t care? 

In tinySounds, musebots are trained using a neural net 
on a corpus that has been hand-tagged for valence and 
arousal measures, as well as pre-analysed for spectral 
information. However, the correlation between audio 
features (what the musebots are listening for) and affect 
(valence and arousal) isn’t direct; in assigning the latter, I 
may decide that a sound from the corpus is complex and 
active, but my reasons for doing so may not use the same 
information as the musebots are provided with. Thus, a 
musebot may decide that, based upon what it has learned, 
a live sound is high valence / high arousal, but the listener 
may perceive it otherwise. This isn’t a flaw in the system; 
it’s a feature! 

Lastly, my role as overseer in the musebot ensemble al-
lows me to further disrupt how the musebots apply their 
knowledge. The corpus is organized semantically (i.e. 
voice sounds, kitchen sounds, transportation sounds, 
etc.); once a musebot is using a certain subdirectory, it 
can’t easily switch to another. As a result, its choice of 
related sound, whether affective or timbral, is limited to 

what is immediately available to it. If the musebots are 
frustrated, they haven’t mentioned it to me (yet). 

 Musebots are not straightforward reactive processes; 
instead, they have their own beliefs (in this case, the in-
coming analysis data), desires, and intentions. They will 
happily play on their own, or they may react very closely 
to the live performance; more often then not, they will 
offer their own “reinterpretation” of the live performance, 
with individual reactions to the analysis data. 
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