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ABSTRACT

Music Genres serve as an important meta-data in the field
of music information retrieval and have been widely used
for music classification and analysis tasks. Visualizing these
music genres can thus be helpful for music exploration,
archival and recommendation. Probabilistic topic models
have been very successful in modelling text documents. In
this work, we visualize music genres using a probabilistic
topic model. Unlike text documents, audio is continuous
and needs to be sliced into smaller segments. We use sim-
ple MFCC features of these segments as musical words.
We apply the topic model on the corpus and subsequently
use the genre annotations of the data to interpret and visu-
alize the latent space.

1. INTRODUCTION

Music genre visualizations have not caught enough atten-
tion. Probabilistic Topic Models [1], have found wide ap-
plications in the field of Natural Language processing. We
use an unsupervised topic model on music genres data for
visualization. For our work we use raw music files, in .wav
format. Unlike text documents, raw music data has no dis-
crete components such as words. To create a text-like cor-
pus, we slice the audio data into smaller segments. We use
MFCC features of these smaller slices as the representa-
tion. Further, to build a corpus, we create a feature dictio-
nary by using the k-means algorithm. Also, in text docu-
ments, the inferred topics form a collection of words and
hence are straightforward to interpret. In our case, musical
words, which are mere MFCC feature arrays, lack inher-
ent meaning and cannot be interpreted. We interpret the
latent space of the topic model using genre annotations in
the dataset.

2. RELATED WORK

[2] had discussed some audio visualization techniques in
MIR which are mostly signal processing based. Topic Mod-
els have also been applied on audio [3]for the purpose of
audio information retrieval. We use the fault-filtered GTZAN
[4] dataset for genre analysis which is popular in MIR
community.
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3. PROBABILISTIC TOPIC MODEL

Probabilistic topic models are based upon an idea that doc-
uments are mixture of topics and topics are probability dis-
tributions over words. These words come from a fixed size
vocabulary. To make a new document, one chooses a dis-
tribution of topics, then chooses a topic from this distribu-
tion and finally draws a word from the chosen topic. The
Latent Dirichlet Allocation (LDA) inverts this generative
process and thus infers the set of topics that were that use-
ful in generating the document. The plate notation below
defines the generative process.

Figure 1. Plate Notation for a Topic Model

4. APPLYING TOPIC MODELS ON MUSIC

The main challenge with the application of topic models in
the music (with raw audio files) is to represent the audio
in a text-document like corpus. The intent of the work is
to interpret the latent space of the topic model using music
genres. This interpretation would help giving a probabilis-
tic genre annotation to a song. For example a song may be-
long 60 % to Blues, 15 % to Jazz and 25 % to Pop genres.
To enable such a probabilistic assignments, we build basic
genre buckets consisting of at least 3 genres. We do this
since a mixture containing all the 10 genres would be very
large and obfuscating for the listener to meaningfully in-
terpret. The rationale used to bucket the genres is roughly
based on the histories and the musical form of these gen-
res. The first bucket consists of Rock, Metal and Pop gen-
res; the second of Blues, Jazz and Country genres and the
final bucket consists of Reggae, Disco and Hip-Hop gen-
res. The songs were clipped down to 0.10 seconds clips.
The MFCC features of these clips were then calculated.
We then use a K means clustering algorithm on the MFCC
features to build the dictionary. It partitions the data into k
clusters, where each data point belongs to a cluster and the
cluster mean serves as its prototype.

5. INTERPRETATION OF THE LATENT SPACE

Unlike text documents, where topics are interpreted as a
mixture of words; the acoustic topic model has topics which
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are mixtures of cluster means. These cluster means are pro-
totypes of the nearest datapoints(the audiofiles) and thus
lack meaning. It is thus essential to assign a suitable mean-
ing to these cluster means. The first part of the interpreta-
tion involves understanding the cluster means in terms of
music genre. The cluster means are constructed from the
MFCC arrays. The cluster means hence can be mapped
to and from these audio files and linked with the genre
annotations. For instance, lets say that 3 audio files, au-
dio1, audio4 and audio7 make up a cluster mean. We get
back to the dataset and find out that audio1 belongs to the
Blues genre, audio4 belongs to the Country genre and the
audio7 belongs to the Blues genre. Hence, the genres asso-
ciated with cluster means becomes Blues, Country,Blues.
In math, the cluster centers (or terms) can be described as
the following,

clustermean1 = {Blues, Country,Blues}
= 0.67Blues+ 0.33Country

clustermean2 = {Blues, Jazz, Jazz, Country}
= 0.25Blues+ 0.5Jazz + 0.25Country

(1)
Once we interpret cluster means in terms of music genres,

we can conveniently represent the topics in terms of music
genres. The topic space consists of cluster means and an
associated probability value. The cluster means can now
be defined as music genres with their proportions.

Topic1 = prob1 ∗ clustermean1 + prob2 ∗ clustermean2

= (prob1 ∗ 0.67 + prob2 ∗ 0.25)Blues+

(prob1 ∗ 0.33 + prob2 ∗ 0.25)Country

+ (prob2 ∗ 0.5)Jazz
(2)

Once the topic space has been interpreted, the document-
topic proportions can also be made sense of. The document
topic proportions from the topic model are probability val-
ues of the inferred topics present in each document. In this
context, the document topic proportions can provide with
the proportions of different music genres present within the
musical document, that is, a song. The term topic propor-
tions are proportions of different topics for a term in the
document. These term topic proportions can be similarly
interpreted in terms of genre proportions.

Doc1 = prob1 ∗ topic1 + prob2 ∗ topic2 (3)

6. EVALUATING THE TOPIC MODEL

We evaluate the model using a genre classification task.
We use the model to get the document-topic proportions of
every document(song). We use these document-topic pro-
portions as a representation for each song. We use genre
labels from the fault-filtered GTZAN dataset, divide the
data into train-test sets and perform the classification task
using a SVM. We also test our model with different num-
ber of topics to look for the optimal number of topics that
best capture the genre bucket.

2 3 4 5
1 0.47 0.53 0.58 0.53
2 0.36 0.38 0.35 0.40
3 0.53 0.46 0.48 0.50

Table 1. Accuracies obtained for different number of topic
terms. The rows represent the genre bucket, while the
columns represent the number of topics

7. MUSIC GENRE VISUALIZATION

Using the topic model, we can get a probabilistic genre la-
bels of different songs(from document-topic proportions)
along with progressive genre visualizations(from term-topic
proportions).

Figure 2. Probabilis-
tic Genre Labels

Figure 3. Progressive
Genre Visualization

Every song has a probabilistic genre annotation which
can be visualized by the doughnut chart in Figure 2; where
each colour represents a music genre. Similarly, any song
can be represented by a progressive genre visualization,
where the y-axis represents time, the x-axis genre propor-
tion and the colours respective music genres.

8. FUTURE WORK

The dataset is too small for the Topic Model to be very ef-
fective. Also, the topic model works on the bag-of-words
assumption; which may not be too efficient for modelling
music data. Other effective music representation techniques
can be used. Moreover, different kinds of Topic models can
be tuned to work specifically for music data.
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