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ABSTRACT

Mechanical Entanglement is a musical composition for three
performers. Three force feedback devices each containing
two haptic faders are mutually coupled using virtual lin-
ear springs and dampers. During the composition, the per-
formers feel each others’ gestures and collaboratively pro-
cess the music material. The interaction’s physical mod-
elling parameters are modified during the different sections
of the composition. An algorithm which process three stereo
channels, is stretching in and out-of-sync three copies of
the same music. The performers are controlling the stretch-
ing algorithm and an amplitude modulation effect, both
applied to recognisable classical and contemporary music
recordings. Each of them is substantially modifying the
length and the dynamics of the music and is simultaneously
affecting subtly or abruptly the gestural behaviour of the
other performers. At fixed points during the composition,
the music becomes gradually in sync and the performers
realign their gestures. This phasing game between gestures
and sound, creates tension and emphasises the physicality
of the performance.

1. INTRODUCTION

The computer music research community has been explor-
ing the use of haptics and force feedback within a musical
context since the first explorations in the late seventies at
ACROE [1]. Numerous force feedback interfaces for mu-
sical purposes have been developed since then [2—-12].
The last decade has similarly presented a growing in-
terest in musical composition with the use of force feed-
back technology. Compositions such as Running Back-
wards Uphill by Hayes , Engraving Hammering Casting
by Berdahl and Kontogeorgakopoulos, Hélios by Cadoz,
Quartet for Strings by Beck, Of Grating Impermanence by
Pfalz amongst others have explored the potential of haptics
in purely musical or audiovisual artistic context [13—15].
In all of these compositions for solo musicians or small or-
chestras such as the Laptop Orchestra of Louisiana, there
was no intercoupling at the gestural level; the hands of
the musicians were mechanically coupled with their mu-
sical instruments but not between them. The current pa-
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per explores this novel concept by presenting a composi-
tion based on a developed haptic digital musical instrument
where the gestures of the performers are co-influenced me-
chanically during the performance.

Mechanical Entanglement is an electroacoustic composi-
tion and a research project on a collaborative haptic musi-
cal system. It was composed for a small musical ensemble
of three performers (trio) interacting with three mutually
coupled force feedback devices. The performers process
in real time the same sonic material while they were inter-
acting mechanically between them through a virtual vis-
coelastic network. This novel type of collaborative per-
formance offers a new type of music co-creation based on
haptic telepresence.

The paper is organised in three sections. The first section
presents the technical aspects of the musical system devel-
oped. The second section offers an insight on the composi-
tional and the performative elements of the project. The fi-
nal section presents a discussion on the project holistically,
both from a functional and an aesthetic point of view.

2. SYSTEM DESCRIPTION

A 3D model of the system’s structure used in the project
is illustrated in figure 1. As can see from this higher level
description, the system consists of two main blocks withd-
ifferent functions. The haptic component of the system ex-
ecutes all the haptic signal processing operations and gen-
erates the haptic responses while the sound component ex-
ecutes all the audio signal processing operations and gen-
erates the audio output. The following subsection presents
in more details those two components.

2.1 Haptic Signal Processing

The haptic device used in the research project and compo-
sition is the FireFader [11]. This device consists of open-
source hardware and open-source software elements and
is optimised for introducing musicians to haptics. It of-
fers a single-degree-of-freedom motorised potentiometer
fader at a low price and can be combined with the haptic
signal processing framework (HSP) where the users can
quickly design and develop their own haptic, audio and
visual responses and hence create complete multimodal
environments and compositions [16]. HSP runs on well-
known computer music languages such as Max and Pure
Data which was a considerable advantage for the current
project since other sound processing algorithms which in-
teract with the haptics were developed in those languages
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mailto:akontogeorgakopoulos@cardiffmet.ac.uk
mailto:georgios.sioros@imv.uio.no
mailto:ok@onecontinuouslab.net
http://creativecommons.org/licenses/by/3.0/

GESTURE COMPONENT

haptic device 3

haptic device 1 haptic device 2

SOUND COMPONENT

Figure 1. 3D model of the System’s Structure.

too. Alternative commercial general-purpose cost-effective
force feedback devices such as the NovInt Falcon from

NovlInt Technologies or the Geomagic Touch (formerly Phan-

tom Omni) from 3DSystems were not considered since
they do not have an appropriate form and workspace aligned
with the concept of the project.

Three FireFaders with two motorised faders each are con-
nected through USB to a computer that performs mainly
the haptic calculations and runs the haptic models designed
by the authors on the Max programming environment. The
audio signals are generated on a different computer, con-
nected to the first one through the open sound control pro-
tocol (OSC). Therefore data captured in real time from the
haptic faders on the first computer are transmitted through
an Ethernet twisted pair link into a second computer in or-
der to control the audio playback and processing. More
details regarding the audio processing part of the setup is
given in the following section. Finally, each haptic device
has two bright LED lights offering visual feedback of the
force applied to each motor. This feature added an inter-
esting angle to the performance which is further explored
in section 3.

The physical model designed and developed for the project
is based on the lumped element modelling paradigm and
more precisely on the Cordis-Anima system [17]. A sim-
ple mass-interaction network, connecting linearly the three
haptic devices between them was implemented on the Hap-
tic Signal Processing framework using the Max program-
ming environment. Each faders physical knob behaves like
an ideal material element in the virtual mechanical net-
work. Those ideal masses are linked between them me-
chanically using linear springs and dampers. The spring
constants and the damping coefficients are modified dy-
namically during the length of the composition as each sec-
tion corresponds to a different set of parameters. Figure 2
presents the block diagram of the overall signal processing
system developed in this project.

Therefore the three haptic devices are part of the same os-
cillatory system. The performers are controlling the same
sound processing algorithms with their gestures while they
are “internally” interacting between them via the virtual
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Figure 2. Block Diagram.

links in the virtual network. Their hands are in continuous
mechanical interaction which creates a mysterious recip-
rocal influence. The whole process is coherent energeti-
cally because of the nature of the force feedback devices
and their coupling with the physical models. This is what
Cadoz calls ergotic interaction [18]. The OROBORO con-
troller futures some similar aspects where they introduced
a haptic mirror in which the movement of one performers
sensed hand is used to induce movement of the partners
actuated hand and vice versa [19].

2.2 Music Signal Processing

All sound is produced through the Ableton Live digital au-
dio workstation with the embedded Max For Live environ-
ment (Max4Live). Therefore, the Live software forms the
space in which the composition is created in a traditional
linear timeline and at the same time hosts all the necessary
software that enable the faders to control the performance
through the OSC messages. This software was created as
two Max4Live software devices, that is, special Max/MSP
patches that can be loaded as plugins in the Ableton Live
environment.

Our composition was created as a Live Set, that is, the
type of document that you create and work within Able-
ton Live. It comprises three identical but independent of
each other tracks corresponding to the three pairs of haptic
faders. Each track hosts the two Max4Live devices seri-
ally connected that we developed for the purposes of this
composition. The first device plays back a predefined au-
dio file at a variable playback speed without affecting its
pitch, while the second controls the amplitude of its output.
Each pair of faders controls a single track. The position of
the first of the two faders in the pair controls the playback
speed, so that it varies between normal to the extreme 0.1
x the original speed, which resembles a freeze effect. The
velocity of the second fader controls the amplitude, so that
when the fader does not move no sound is coming out of



the trackss output. A linear mapping between velocity and
amplitude was used with an adjustable scale factor.

All three tracks play the same audio file which is pre-
loaded into memory using a shared buffer Max object.
Playback starts at the beginning of the file and in syn-
chrony between the three tracks. However, as the play-
back speed varies according to the position of each fader,
a phase difference between the tracks accumulates. How-
ever, each playback device is equipped with a sync button,
which sends its playback position to the other playback de-
vices (through send-receive Max objects), effectively forc-
ing playback in all tracks to align again. Before the tracks
jump to the new sync position, they smoothly fade out leav-
ing only a single track sounding for a short duration of
about 2 sec, before all tracks start playing back together in
synchrony. The amplitude dropping not only helps avoid-
ing undesirable cuts in the sound but it also emphasizes the
synchronization.

Besides controlling the performance, the Live Set was
used to structure the composition into sections. To this end,
a separate track was used to send OSC messages to the hap-
tic faders system through a dedicated Max4Live device. In
this way, we could choose dynamically or according to the
timeline the parameters of the physical models correspond-
ing to each section of the composition. Since our compo-
sition comprises several sections that need different audio
files, several memory buffers were used to load the audio
files of each section at the beginning of the performance,
ensuring a smooth transition between the sections. The
playback devices were simply switching between memory
buffers at the beginning of each section.

3. COMPOSITION
3.1 Ideas and Concept

The music project is based on the concept of stretching:
physically-stretching a simulated material while simulta-
neously time-stretching a pre-recorded music material. It
aspires an integration of auditory, haptic and even visual
cues with use of dimmed LED lights as we will see in
the following section. Figure 3 illustrates metaphorically
what was happening at a mechanical level during the per-
formance.

Each performer is allowed to move at his own speed by
the time-stretching algorithm through the given material, a
process which Michael Nyman calls people process [20].

The tensions created by this process, form the “’sculp-
tural” elements of the musical composition. The action-
reaction pair of forces from all the performers, acting to-
gether on the same musical parameters is creating points of
equilibrium, sonically and gesturally. The principal com-
positional process employed is phasing [21]. The time-
stretching algorithm simultaneously processes three stereo
audio channels, stretching in an out-of-sync three copies of
the same music recording.

The simultaneous playback of the same material at differ-
ent speeds creates tension both harmonically and rhythmi-
cally [22]. This tension is resolved when the playback be-
tween the tracks is forced to realign at certain moments in

Figure 3. A metaphor: hands stretching a physical mate-
rial.

the composition (through the sync button on the playback
Max4Live devices described in section 2.2). This resolu-
tion does not last long as the playback drifts anew between
the tracks. Nevertheless, these moments of ephemeral syn-
chronisation function as structural anchors in the composi-
tion.

Rhythmically, layering the same rhythmic pattern at three
different speeds presents the listener with three different
possible metrical frameworks, each at a different tempo
and phase. Some listeners might focus on the stream that
has a moderate tempo (in the range 80-130 bpm) as Parn-
cutt has shown, [23], or on the stream that is closer to the
original speed and therefore more recognisable. As the
speed and tempo of each stream varies, the attention focus
of the listener constantly shifts between them.

At the same time, each tracks rhythm is the result of
the interaction between the amplitude modulation and the
rhythm resulting from the playing back at a variable tempo.
However, even though each tracks audio is manipulated in-
dependently, both the tempo and amplitude modulation are
the result of a single physical model realised in the network
of haptic faders. The interaction between the performers is
what drives the variance between the tracks. After all, until
the performers interact through the faders no sound is pro-
duced as the tracks move forward through the audio files
silently and in synchrony. Any tension arising from layer-
ing different versions of the same material reflects the ten-
sion and forces between the faders arising from the physi-
cal model system connecting the performers.

3.2 Performance in the Gallery

Mechanical Entanglement was performed in M.A.D.E.

gallery in Cardiff in June 2016. It was not a typical con-
cert situation, which created a captivating experience both
for the performers and the audience. The composers of the
piece, also the performers in that occasion, tried to create a
serene environment which matched the quiet nature of the
composition. They sat on cushions on the floor in close
proximity to each other, each holding a haptic device on
their hand while the audience sat or stood around them.
The room was dark enough in order to emphasise further



Figure 4. The performance in the gallery space.

the force feedback activity with the use of responsive LED
lights as mentioned in section 2.1 and depicted in figure
4. This created a dramatic atmosphere, where the hands
of the performers were cast with light in the moments of
the performance with high physical tension. A camera op-
erator was also filming the process and projecting it on a
gallery wall.

The music material may vary each time the piece is per-
formed. The following list is the selection of music tracks
that were used completely or partially in the performance
in M.A.D.E. in the order of appearance. The total duration
of the concert was approximately 30min.

e Pavane pour une Infante Defunte by Maurice Ravel
e Superman by Laurie Anderson

e Cello Suite nol by Johann Sebastian Bach

e Drumming pt. 1l by Steve Reich

o Prelude and Fugue No 1 C by J. S. Bach

e Symphony No 6, 5th movement by L. van Beethoven
e Blue Moon by Elvis Presley

e Bolero by Maurice Ravel

Each section of the composition corresponded to a dif-
ferent music track and had its own physical modelling pa-
rameters. Therefore it allowed different type of gestural
interaction, from very fast ones to smooth and precise ones
where the nuances amongst the performers where felt more
intensively. A few excerpts from the performance can be
heard on the following link !, as recorded from a stereo
microphone positioned in the middle of the room of the

! https://onecontinuouslab.net/Projects/#MechanicalEntanglement

gallery space. The music tracks were chosen according to
how they responded to the time-stretching algorithm and
their overall texture. The authors prefered to include well-
known tonal musical compositions from different genres
with clear and preferably repetitive musical structure and
moderate dynamic range.

It is interesting to mention that during the performance,
the modelling coefficients often took values impossible to
occur in nature such as negative damping between the in-
teraction of the performers, thus creating very unfamil-
iar interaction sensations. Moreover, instabilities that oc-
curred due to the long feedback control delays made the
gestural and sonic dialogue very difficult and quite often
unpredictable. This is a difficult problem in haptic inter-
action and is related to the latency between the hardware
and the software components of the device. The total la-
tency all the way around the control loop with audio run-
ning in Max ranges between 7ms and 15ms due to jitter
as measured and reported on the firmware of the FireFader
device. In the current occasion the composers decided to
use creatively these instabilities and make them part of the
compositional and performance discourse.

4. DISCUSSION

The performers constantly shaped and explored a “’viscoelas-
tic” environment of gestures and sound. In the physical-
tactile level they were always feeling the flow of interac-
tions between them and had to find ways of anticipating
the unpredictability of their instrument behaviour. The fin-
gertips functioned simultaneously to express the perform-
ers own musical intention and experience the intentions
of others. As such, the act of performing was indispens-
ably connected with the act of tactile-listening, forming
an enhanced tactile environment, where every performing
force is applied upon forces produced by the other per-
formers. By participating in this mass-interaction network
the performers could perceive themselves as active counter
weights on an oscillatory system, which had no fixed point
at all. This intercoupling at the gestural level provided
a haptic telepresence where each performer preserved a
unique “view point” or tact-point as authors called them,
of the performance space.

The auditory experience was common for every performer;
by aligning the performers to a common task gave the shift
for an intense collaborative group experience to happen.
The auditory level acted as a catalyst for the abstract and
mental aspects of the composition to permeate into the
physical level. The performers were challenged to focus
on the flow dynamics of the group’s interaction environ-
ment, instead of solely mastering a deterministic musical
instrument.

This approach is aligned with Chadabe’s taxonomy of
electronic musical instruments as a continuum between de-
terministic and indeterministic function [24]. The current
project fluctuates continuously between those states, since
the shared control with the other performers (and not with
algorithms as in Chadabe’s case) often gives the impres-
sion that the instrument in itself generates unpredictable
information to which the performers have to react.
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A minor problem of the design of the haptic devices was
that the auditory experience was interrupted by sounds made
by the haptic device itself, when the fader was reaching its
end points during abrupt oscillation moments. This prob-
lem can be solved partially by designing a more robust en-
closure for the haptic device, a direction which the team
has started to explore after the performance 2.

From the point of view of the audience, the LED lights
provided a pleasant visual feedback of the interactions and
gestural activities but often proved inadequate to offer a
coherent understandable connection between the compo-
sition and the haptic system. However,, they reveal the
systems idiosyncratic nature at moments of apparent inac-
tivity but with strong counter forces at the fingertips of the
performers.

It would be interesting to recreate the same conditions
in the future, with haptic digital audio effects as described
in [25]. In this scenario, the physical audio effect models
implemented likewise with the mass-interaction physical
modelling paradigm would provide force feedback to the
performer without any disruption of the energetic loop be-
tween the performers, the haptic device and the physical
models. The audio processing and haptic processing algo-
rithm belong to the same physical model. Therefore the
performers would be fully immersed in a mechanical net-
work that would equally produce the haptic responses and
the audio output without any “artificial” mapping strategy.
Finally network music performances and further research
on the topic of haptic telepresence within the music context
are planned in the future.
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