
Perceptual Evaluation of Modal Synthesis for Impact-Based Sounds

Adrián Barahona
Department of Computer Science,

University of York
ajbr501@york.ac.uk

Sandra Pauletto
Department of Media Technology

and Interaction Design,
KTH Royal Institute of Technology

pauletto@kth.se

ABSTRACT

The use of real-time sound synthesis for sound effects can
improve the sound design of interactive experiences such
as video games. However, synthesized sound effects can
be often perceived as synthetic, which hampers their adop-
tion. This paper aims to determine whether or not sounds
synthesized using filter-based modal synthesis are percep-
tually comparable to sounds directly recorded. Sounds from
4 different materials that showed clear modes were recorded
and synthesized using filter-based modal synthesis. Modes
are the individual sinusoidal frequencies at which objects
vibrate when excited. A listening test was conducted where
participants were asked to identify, in isolation, whether
a sample was recorded or synthesized. Results show that
recorded and synthesized samples are indistinguishable from
each other. The study outcome proves that, for the anal-
ysed materials, filter-based modal synthesis is a suitable
technique to synthesize hit sound in real-time without per-
ceptual compromises.

1. INTRODUCTION

Nowadays, most video games, films and pieces of me-
dia are sound designed using pre-recorded samples. Pre-
recorded samples are obtained from direct audio record-
ings or layered sound effects and stored in audio files. How-
ever, pre-recorded samples have several limitations in in-
teractive environments such as video games. As actions in
games can be performed several times, if there is only one
sample per action, the sound will be repeated, which can
lead to listener fatigue and loss of authenticity [1]. To solve
this, several samples can be assigned and shuffled played
when a player performs an action, which the consequential
increment in studio and implementation time, asset man-
agement and memory footprint problems.

Hit or impact-based sounds are the acoustic consequence
of physical collisions. Changes in an object material or size
will produce changes to the resulting impact sound. For
games or interactive applications with hundreds or thou-
sands of interactable assets, such as open world games or
VR experiences, this will lead to an exponential growth in
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the need for different sound samples to sonify any particu-
lar scenario where two or more of those assets collide.

In the context of video games and interactive applica-
tions, an alternative solution is to use real-time sound syn-
thesis during gameplay. This approach, known as procedu-
ral audio, is defined by Farnell [2] as a “non-linear, often
synthetic sound, created in real time according to a set of
programmatic rules and live input” .

Farnell [2] enumerates several benefits procedural audio
has over pre-recorded samples. Among them, the program-
matic nature of procedural audio allows sound designers to
decide or change aesthetic considerations later in the de-
velopment cycle. Moreover, as procedural audio is object
based, it can automate part the sound design process, espe-
cially in the implementation stage, as a single procedural
audio model can contain all the possible sonic interactions
a player can perform. Procedural audio also offers more
variety, versatility and adaptability than pre-recorded sam-
ples. While a pre-recorded sample will always play the
same way, procedural audio can change dynamically.

However, Farnell [2] also identifies perceived realism as
one of the problems in procedural audio. Synthesized sound
effects can often be perceived as too synthetic compared to
pre-recorded samples. One of the challenges is, then, to
create procedural audio models that can be indistinguish-
able from pre-recorded samples.

This study aims to measure whether or not it is possible
to identify synthesized hit sound effects using filter-based
modal synthesis. Instead of comparing pre-recorded sam-
ples and their synthesized versions side by side, this study
will present them independently. The motivation of tak-
ing this approach relies in the idea that if pre-recorded hit
samples and efficient real-time synthesized hit sound ef-
fects are indistinguishable from each other, the synthesized
version can be used without perceptual loss of authenticity
and obtaining all the benefits procedural audio presents.
The null hypothesis of this study is that the synthetic sound
effects are easily recognizable from the recorded ones.

1.1 Previous work

There is a body of research on evaluating the perception
of synthesized sounds. A recent study analysed different
sound synthesis techniques for different sound classes (ap-
plause, babble, bees, fire, rain, stream, waves and wind),
concluding that there is not substantial difference between
the reference sample and the synthesized version when an
appropriate synthesis method was used, except for additive
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