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ABSTRACT

The use of real-time sound synthesis for sound effects can
improve the sound design of interactive experiences such
as video games. However, synthesized sound effects can
be often perceived as synthetic, which hampers their adop-
tion. This paper aims to determine whether or not sounds
synthesized using filter-based modal synthesis are percep-
tually comparable to sounds directly recorded. Sounds from
4 different materials that showed clear modes were recorded
and synthesized using filter-based modal synthesis. Modes
are the individual sinusoidal frequencies at which objects
vibrate when excited. A listening test was conducted where
participants were asked to identify, in isolation, whether
a sample was recorded or synthesized. Results show that
recorded and synthesized samples are indistinguishable from
each other. The study outcome proves that, for the anal-
ysed materials, filter-based modal synthesis is a suitable
technique to synthesize hit sound in real-time without per-
ceptual compromises.

1. INTRODUCTION

Nowadays, most video games, films and pieces of me-
dia are sound designed using pre-recorded samples. Pre-
recorded samples are obtained from direct audio record-
ings or layered sound effects and stored in audio files. How-
ever, pre-recorded samples have several limitations in in-
teractive environments such as video games. As actions in
games can be performed several times, if there is only one
sample per action, the sound will be repeated, which can
lead to listener fatigue and loss of authenticity [1]. To solve
this, several samples can be assigned and shuffled played
when a player performs an action, which the consequential
increment in studio and implementation time, asset man-
agement and memory footprint problems.

Hit or impact-based sounds are the acoustic consequence
of physical collisions. Changes in an object material or size
will produce changes to the resulting impact sound. For
games or interactive applications with hundreds or thou-
sands of interactable assets, such as open world games or
VR experiences, this will lead to an exponential growth in
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the need for different sound samples to sonify any particu-
lar scenario where two or more of those assets collide.

In the context of video games and interactive applica-
tions, an alternative solution is to use real-time sound syn-
thesis during gameplay. This approach, known as procedu-
ral audio, is defined by Farnell [2] as a “non-linear, often
synthetic sound, created in real time according to a set of
programmatic rules and live input” .

Farnell [2] enumerates several benefits procedural audio
has over pre-recorded samples. Among them, the program-
matic nature of procedural audio allows sound designers to
decide or change aesthetic considerations later in the de-
velopment cycle. Moreover, as procedural audio is object
based, it can automate part the sound design process, espe-
cially in the implementation stage, as a single procedural
audio model can contain all the possible sonic interactions
a player can perform. Procedural audio also offers more
variety, versatility and adaptability than pre-recorded sam-
ples. While a pre-recorded sample will always play the
same way, procedural audio can change dynamically.

However, Farnell [2] also identifies perceived realism as
one of the problems in procedural audio. Synthesized sound
effects can often be perceived as too synthetic compared to
pre-recorded samples. One of the challenges is, then, to
create procedural audio models that can be indistinguish-
able from pre-recorded samples.

This study aims to measure whether or not it is possible
to identify synthesized hit sound effects using filter-based
modal synthesis. Instead of comparing pre-recorded sam-
ples and their synthesized versions side by side, this study
will present them independently. The motivation of tak-
ing this approach relies in the idea that if pre-recorded hit
samples and efficient real-time synthesized hit sound ef-
fects are indistinguishable from each other, the synthesized
version can be used without perceptual loss of authenticity
and obtaining all the benefits procedural audio presents.
The null hypothesis of this study is that the synthetic sound
effects are easily recognizable from the recorded ones.

1.1 Previous work

There is a body of research on evaluating the perception
of synthesized sounds. A recent study analysed different
sound synthesis techniques for different sound classes (ap-
plause, babble, bees, fire, rain, stream, waves and wind),
concluding that there is not substantial difference between
the reference sample and the synthesized version when an
appropriate synthesis method was used, except for additive
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synthesis [3]. However, they did not focus on impact-based
sounds.

Other studies evaluated the use of modal synthesis for the
synthesis of weapons sounds [4]. The results showed a
convincing result for weapons with resonant modes (such
as axe, hammer or rapier). However, they took a rating ap-
proach for the experiment, where participants rated several
versions of the sound effects (synthesized, synthesized and
processed and pre-recorded) instead of evaluating them in
isolation. The motivation of evaluating the sounds in isola-
tion instead of rating several versions of them comes from
avoiding any possible bias from comparing a specific sound
to another. Real-time synthesized rolling sounds of glass
and wood were also evaluated in other experiments [5]. In-
stead of identifying synthetic samples, participants rated
the synthesized sounds in a 0-100 scale to evaluate the re-
alism obtained in the rolling effect.

Tests to discriminate whether a sound is recorded or syn-
thetic have been developed in the field of synthesis of mu-
sical instruments. Wun, Horner and Ayers [6] proposed
a discrimination factor, d, which measure the quality of a
synthetic tone based on how often it can be distinguished
from its recorded counterpart. The discrimination factor
is similar to the Accuracy rate used in other works deal-
ing with binary classifiers [7]. This metric has been used
to evaluate the use of synthetic piano sustain-pedal effects
[8] or a synthetic clavinet model [7].

2. METHOD
2.1 Sound Synthesis

Filter-based modal synthesis is a particular use of subtrac-
tive synthesis and it is especially indicated to synthesize
impact-based sounds [9]. Filter-based modal synthesis has
two components: a deterministic part, the model modes,
and a stochastic part, the model noise envelope.

The process consisted in analysing a pre-recorded sample
to extract its modes. Modes are the individual sinusoidal
frequencies to which an object vibrates, in this case, when
it is impacted. In the spectrogram of a hit sound, these
modes are represented by straight horizontal lines (Figure
1). The modes are used as frequency bands in a series of
resonant filters which band-pass an enveloped white noise
signal. These modes represent the deterministic part of the
sound.

Figure 1. Recorded metal flask hit spectrogram.

The modes are then subtracted from the original sound,
obtaining the noise envelope, also known as the residue.
This represent the stochastic component of the signal. The
residue is stored in an audio file and it is triggered with the
deterministic component.

The ChucK programming language [10] was used for the
modes extraction and residue generation. The extraction
and residue generation code was written by Perry Cook
[11].

For this study, nine sounds were recorded from materi-
als that exhibit clear modes when excited. The choice of
the materials was driven by the suitability of the synthesis
method used. These materials were ceramic (2 samples: a
plate and a mug), glass (3 samples: an empty bottle, a wa-
ter glass and a pint glass), metal (3 samples: two lids of dif-
ferent sizes and a flask) and wood (1 sample: a short rod)
(Figure 2). The hits were performed with a metal spoon.
The recordings were made at 44.1kHz/24bit with a Zoom
H6 recorder, using the built-in XY capsules. 100 modes
were extracted from each material and subtracted from the
original recording to generate the residue.

Figure 2. Materials used.

The modal synthesizer was also programmed in ChuckK,
using a modified version of a modal synthesizer created by
Cook [11]. Each sound was synthesized by using an en-
veloped white noise signal thought 100 resonant band-pass
filters plus the residue. Every time a hit is triggered, the
individual mode frequencies, individual mode gains, indi-
vidual filter Q, residue pitch (playback speed) and balance
between the deterministic and stochastic components were
randomized. The level of randomization differs slightly
for each material. For context, in the case of the mug,
the range of randomization of the individual frequencies
was of frequency = frequency/300, of the individual gains
was of gain & gain/5, the individual filter Q were random-
ized between 800 and 1200, the residue playback rate was
randomized between 0.99 and 1.01, the gain of the deter-
ministic component was randomized between 5 and 30 and
finally the gain of the stochastic component was random-
ized between 0.7 and 1. The aim of this randomization is
to create a natural variation between hits.

A live performance of the modal synthesizer was recorded.
One audio file between 3 and 6 seconds with a series of hits
was recorded for each object. The original non-synthetic
recordings were sliced to generate one audio file for each
object comparable to the synthesized version. The syn-
thesized versions did not have any reverberation as they



were not recorded in any physical environment. To avoid
any bias in the perceptual evaluation, an impulse response
of the room where the original recordings were made was
recorded and mixed with the synthesized samples. All au-
dio files were normalized to OLU and exported in Ogg Vor-
bis. The choice of Ogg Vorbis instead of uncompressed
WAV was determined by the technical limitations of the
questionnaire platform used, Qualtrics!. However, this
should not cause a drastic perceptual variation [12]. No
more processing was applied to the audio files.

The recorded sounds, the ChucK code of the synthesizer
used and the resulting synthesized sounds can be found in
the online repository .

2.2 Experimental design

The test used was inspired by the RS -or real and synthetic-
listening test proposed by Gabrielli, Squartini and Vlimki
[7]. Although the test was originally used with musical
instruments, it can be easily applied to sound effects. The
RS listening test proposes a series guidelines and this study
does not follow all of them.

In this study, as opposed to the RS guidelines, the test
was not carried out in a controlled listening environment.
The listening test was conducted online with no informa-
tion of the playback device used by the participants, al-
though the use of headphones was suggested. This helps to
replicate more closely the playing environment, where the
participants are likely to use their own equipment to play
the game or interactive application. The participants were
asked to identify, one by one, whether the sound played
was recorded or synthesized (Figure 3). Participants clas-
sified the samples without being asked to specify to which
material a sample belongs to. The order of the audio sam-
ples was randomized and the participants were asked to
listen to each sound just once. As suggested in the RS test
guidelines, an acid test (a clearly synthesized sound) was
included to acts as a control.

The participants were also asked to introduce their level
of expertise in sound design, ranked from 1 (no expertise)
to 5 (professional).
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Figure 3. Online test interface.
The metrics used were the discrimination factor and the

F-measure.
The discrimination factor, d, is described as [6]:
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2 Repository  containing the recorded sounds, the ChucK
code of the synthesizer used and the resulting synthesized
sounds: https://github.com/adrianbarahona/SMC-
Conference-2019_Perceptual-Evaluation-of-Modal-
Synthesis-for-Impact-Based-Sounds
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With Pcg being the percentage of correctly detected syn-
thesized sounds and Pgp the false positives (recorded sam-
ples identified as synthetic). Following the RS test criteria,
d values below 0.75 mean the sounds compared are consid-
ered indistinguishable from each other. Values of d around
0.5 are not different from random guessing.

As suggested in the RS guidelines, the F-measure was
also evaluated. F-measure is described as [7]:

d 1)

(B> +1) x Precision x Recall
B2 x Precision + Recall

F — measure =

2
With Recall defined as:
Pcs
Recall = ————— 3)
Pcs + Prpn
And Precision defined as:
. Fcs

Precision = ————— 4
Pcs + Prp @

Being Ppy the percentage of false negatives (synthetic
sounds labeled as recorded) and 3 = 1. The interpreta-
tion of the F-measure values is similar to the d values.

A total of 19 participants, 12 males and 6 females (1 par-
ticipant did not disclose this information) with ages be-
tween 18 and 58 took the test. A breakdown of the par-
ticipants level of expertise in sound design is showed in
Figure 4.

Number of participants

2 3 4
Level of expertise in sound design

=
v

Figure 4. Participants level of expertise in sound design.

3. RESULTS

All participants correctly labelled the acid test as synthetic,
so it was removed from the analysis of results. The pur-
pose of this sample was to filter out participants that were
random guessing or not paying attention to the test.

The mean results clearly show that recorded and synthetic
hit sound effects are indistinguishable from each other. All
scores are below the 0.75 threshold and closer to the ran-
dom guessing mark of 0.5. There is also a low fluctuation
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Aved | o o? | Max d

Avg F-measure o o

2| Max F-measure

0.5 0.12 | 0.02 | 0.72

0.16 | 0.02 0.73

Table 1. d and F-measure values across all participants.

Samples % Correctly labeled as recorded Samples % Correctly labeled as synthesized
Ceramic recording 66% Ceramic synthesized 29%
Glass recording 54% Glass synthesized 37%
Metal recording 60% Metal synthesized 40%
Wood recording 68% Wood synthesized 68%

Table 2. Different materials raw results.
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Figure 5. d and F-measure values across all participants.

between the participants (Figure 5). The results are shown
in the Table 1.

Some samples performed better than others. The syn-
thetic version of the wood rod was successfully identified
by 13 of the 19 participants. In the other hand, the synthetic
version of the mug was only identified by 4 of 19. An
overall breakdown of the different materials performance
is shown in Table 2. The table shows the different objects
grouped in the correspondent material.

The level of expertise in sound design was not a decisive
factor to spotting synthetic sounds. Participants with an
expertise in sound design ranked between 1 and 2 (out of
5) scored a d and F-measure of d = 0.48 (¢ = 0.10) and
F-measure = 0.42 (o = 0.14). Participants with the highest
level of expertise in sound design, 4 and 5, scored d = 0.55
(0 = 0.11) and F-measure = 0.46 (¢ = 0.17). In fact,
the participant with the highest d and F-measure (0.72 and
0.73 respectively), had no expertise in sound design.

4. DISCUSSION

This paper presented the perceptual evaluation of filter-
based modal synthesis hit sounds using a method inspired
in the RS listening test. The aim was to measure whether
or not listeners can identify synthesized hit sound effects

using filter-based modal synthesis. Results showed that,
for the analysed materials, recorded and synthetic samples
are indistinguishable from each other.

The different performance among the materials suggest a
further study focused on what specific materials are more
suitable for this particular synthesis method. Moreover,
a bank of modes and their relative residue files could be
created, removing the need of analysing a new audio file
for each new model. The bank of modes can be created
by analysing several recordings from the same material to
establish a range of common modes for each material anal-
ysed.

Filter-based modal synthesis is comparable to the method
used by Mengual, Moffat and Reiss to synthesize weapon
sounds [4]. In their case, they took an additive approach,
using spectral modelling synthesis [13]. Instead of using
filtered white noise for the deterministic component, they
used sinusoidal waves and the noise component is also
modelled instead of triggered from the residue file. Filter-
based modal synthesis offers more control over the deter-
ministic component as the parameters of the filters, such
as the Q, can be controlled in real time. However, filter-
based modal synthesis offers less control over the stochas-
tic component in this case, as it is extracted directly from
the original recording and stored as an audio file.

There are some improvements to the modal synthesiser
than can be implemented and evaluated. First, to ease the
CPU usage, a test measuring the perceptual impact of us-
ing less modes can be performed. The synthesizer pro-
grammed for this paper uses 100 modes for each material,
but it would be beneficial to draw threshold in the num-
ber of modes where models start losing authenticity. This
could be also applied to implement dynamic levels of audio
detail in video games. Another test could measure where
that threshold is situated when the procedural models are
not played in isolation but as part of a soundscape, given
that frequency masking could hide their synthetic nature.

Another improvement can be the use of individual filter
frequency decay time as every individual mode decay time
is different for each material. This effect can be clearly ap-
preciated in Figure 1. A test could measure the perceptual
impact of this feature, comparing models with and with-
out it. This is especially interesting for materials that per-
formed worse using the current synthesizer, such as wood.
In addition, the residual component could be also modeled



with filtered white-noise by taking the most relevant modes
from the residue file.

The study results combined with the fact that the syn-
thesizer runs in real time encourages the use of the mod-
els within a game engine. This can be done in the Unity
game engine [14] by using the Chunity plugin [15]. Chu-
nity is a package for Unity that integrates ChucK within
the game engine. Tests to measure the synthesizer impact
on the CPU at runtime could be done to determine whether
the models are ready for production.

Controlling the synthesizer in real-time can also be a di-
rection for a second stage of this study. Physical parame-
ters within the game engine such as stiffness, size or geom-
etry have been already used to control the sound of modal
synthesizers in real-time [16]. This opens the possibility of
expanding the use of the models to perform other actions
apart from hits, such as scratching or brushing, or using
haptic controllers to interact with the synthesizer.
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