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ABSTRACT 
The objective of this project is to create a digital “workbench” 
for quantitative analysis of popular music.  The workbench is 
a collection of tools and data that allow for efficient and ef-
fective analysis of popular music.  This project integrates 
software from pre-existing analytical tools including music21 
but adds methods for collecting data about popular music. 
The workbench includes tools that allow analysts to compare 
data from multiple sources. Our working prototype of the 
workbench contains several novel analytical tools which have 
the potential to generate new musicological insights through 
the combination of various datasets. This paper demonstrates 
some of the currently available tools as well as several sample 
analyses and features computed from this data that support 
trend analysis. A future release of the workbench will include 
a user-friendly UI for non-programmers.  

1. INTRODUCTION
One of the challenges to the scholarly analysis of popular mu-
sic is the difficulty of collecting symbolic data. There are two 
forms of symbolic musical data: symbolic representations of 
the music itself (i.e., score-based or MIDI data), and symbolic 
metadata. Metadata can refer to relatively large-scale fea-
tures about a song as a whole (e.g., title, artist, track length, 
etc.), or may refer to features computed from the data such as 
chord progressions, key estimates, number of sections, etcet-
era. Since both the raw audio and any published scores for 
virtually all popular music fall under copyright protection, 
musicologists wishing to study popular music are largely re-
stricted to the analysis of symbolic metadata. In order to fol-
low trends in the rapidly evolving field of popular music, 
large volumes of symbolic metadata will have to be curated 
through automated or semi-automated approaches.  Standard-
ized analytical metrics also need to be developed to comple-
ment and enhance qualitative analyses.  This project focused 
on three objectives: collecting symbolic musical metadata 
from multiple sources; integrating newly developed analysis 
tools with existing tools; and developing a hierarchical model 
of metrics that can help guide this type of analysis. 

1.1 Collecting musical data from multiple sources 
Musical analysis is a complex process that involves tasks 
such as transcribing lyrical, harmonic, rhythmic and melodic 
information, and doing research into the provenance of the 
music (i.e. who wrote the lyrics, who wrote the music, who 

produced the track, etc.). Many computational analysis pro-
jects begin with manual collection and analysis of the data, a 
process that is immensely time consuming.  Due to the re-
sources required in curating datasets, many analyses are car-
ried out on relatively small samples (e.g., [19, 25]).  How-
ever, an additional challenge in any analysis is in collecting 
enough data to be able to make statistically valid inferences 
about a larger population. Using data that has already been 
collected can substantially improve the time and resources 
invested for a given study by allowing analysts to focus on 
analyzing data instead of collecting it. To use this data effec-
tively, however, multiple sources must be combined, the va-
lidity of the data must be tested, and the quality or usefulness 
of that data further refined.  In part, this project investigates 
the efficacy of using data from midi collections combined 
with data from commercial sources like Spotify, as well as 
websites like Ultimate Guitar, to carry out musicological 
analyses. 

The Spotify database contains features and metadata for 
approximately forty million songs that is continuously up-
dated with new material based on listener tastes. This makes 
Spotify and similar sites potentially excellent sources for 
structural data such as song length and number of sections. 
This project developed a method of collecting and storing 
data from the Spotify API that makes the data easier to use 
for musical analysis.  

While music listening websites and software (e.g., Spotify, 
LastFM) are good sources of structural data about music, 
some musical analysis tasks involve making or using tran-
scriptions of lyrical and harmonic information which are not 
easily obtained from these sources.  Websites like e-Chords 
[24] and Ultimate Guitar [23], however, contain user-submit-
ted chord transcriptions of popular songs for thousands of
songs online. Although the quality of the transcriptions var-
ies, some scholars have found that using these transcriptions
in conjunction with other symbolic data can be used to im-
prove the accuracy of automated chord transcription and key
detection [15, 17].  This project developed a web scraper for
Chordify.net that gathers chord information for selected
songs. We tested the validity of this extracted chord infor-
mation against two known dataset of “expert” chord tran-
scriptions for the same songs [5, 19].  Our results showed
that, for certain tasks, such as measuring distributions of
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chord usage, the differences between the Chordify transcrip-
tions and the experts’ transcriptions were not significant.1  
We are currently using Chordify chord transcriptions in an 
analysis that shows the impact of “harmonic surprise” on lis-
tener perceptions. 

1.2 Integrating newly developed and existing tools 
Once the data curation step is completed, it still has to be 
analyzed.  There are a number of existing tools currently 
available for symbolic musical analysis, namely music21 
and humdrum. Music21 is a Python-based, open source 
toolkit which provides a needed bridge between the de-
mands of music scholars and of computer researchers [4].  It 
has an active support community and provides support for a 
number of analysis tasks such as Roman Numeral Analysis, 
or metrical analysis.  For users who are familiar with mu-
sic21, taking advantage of existing functionality speeds the 
analysis process. This project developed a converter to al-
low symbolic metadata from Spotify to be parsed into mu-
sic21’s native format.  Then, the music21 stream data can be 
visualized, as will be demonstrated below.   

1.3 Post-analysis of extracted features  
All of the data sources investigated by this project have been 
used independently by other researchers (e.g., Dieleman [2], 
Gauvin [29], Thomas [27]).  The present authors recognize 
that there is value in developing automated methods for fea-
ture extraction from this collective data that can be used to 
systematically analyze large samples, and leverage these 
methods in the current project.  

This metadata may not be appropriate for every analysis 
task.  For example, the pitch vectors from Spotify do not have 
octave information and result from the integration of multiple 
voices, making them difficult to use for melodic analysis. For 
other tasks, such as analysis of form, the same metadata may 
offer a significant increase in the amount of music to by ana-
lyzed than could be covered with other methods.  In some 
cases, however, additional processing of the metadata will be 
required, and scholars will have to adjust their methodologies 
to take best advantage of this type of data. 

2. RELATED WORK 

2.1. Data collection and feature extraction 
Similar data collections to those described above have been 
used in previous work. In 2011, Bertin-Mahieux and Ellis 
(Columbia University) along with Lamere and Whitman  
(EchoNest) created the Million Song Dataset (MSD) to ad-
dress the issue of the lack of data that can be used to analyze 
popular music [1].  The dataset consisted of a collection of 
precomputed features extracted from audio along with metat-
data from one million popular songs.  The project also in-
cluded code to retrieve audio samples of some of the songs 
from 7digital.  Dieleman, Brakel and Schrauwen used the da-
taset (in particular Echonest pitch vectors and timbre vectors) 
to create machine learning models for key detection, artist 
recognition and genre detection [2].  The MSD has been used 

                                                
1 This comparison was made by taking the distribution of the counts of all 
simplified RN hand analyses and comparing against those computed by 
Chordify. 

by several other scholars (e.g. Gallay [26], Thomas [27]) 
since its creation, highlighting the value of being able to use 
pre-collected data from a very large dataset.  All features in 
the MSD were extracted by Echonest. Unfortunately, for pop-
ular music scholars, the MSD has not been updated since its 
creation in 2011.  In 2015, Spotify acquired Echonest, creat-
ing a continuously updated source for this type of data. To 
make the metadata more accessible to music scholars, this 
project created an SQL database to make the Spotify data eas-
ier to search and combine with data from other sources. 

In 2016, Raffel collected over 178,000 MIDI transcriptions 
of complete popular songs to support his doctoral research 
[3].    A somewhat smaller but more rigorous dataset – the 
McGill Billboard dataset was developed at McGill University 
[5].  This dataset is a collection of transcriptions of selected 
songs from the Billboard Hot 100 for the period 1955 – 1991.  
In total it contains the annotations and audio features corre-
sponding to 890 of the entries from the random sample 
of Billboard chart slots as presented at ISMIR 2011.  In 2010, 
McVicar and De Bie used chord transcriptions from the e-
chords website to show that using chord transcriptions from 
publicly available web resources can improve the accuracy of 
Hidden Markov models using chroma features from audio 
[15]. 

These four projects used collection methods that have im-
portant differences.  The pitch and timbre vectors were com-
puted from audio using digital signal processing techniques.  
The MIDI transcriptions were obtained using web scraping 
software to crawl numerous public MIDI sites.  The transcrip-
tions in the McGill Billboard dataset were hand-transcribed 
by music scholars.  The e-chord website is a collection of 
chord transcriptions that are contributed by users who have 
varying levels of musical training.  Web scraping software 
was also used to collect the chord transcriptions.   

Each type of data has proven valuable to music scholars.  
Various types of pitch vectors like the ones in Spotify have 
been used for music information retrieval tasks such as key 
detection [2, 7] and chord estimation.  MIDI transcriptions 
have been used for tasks like comparing musical sequences 
and chord detection [6, 3].  Pitch, timbre, beat and section 
vectors along with chord transcriptions from web resources 
have been used to compile historical analyses of trends in 
popular music [16].  

A workbench tool most similar to the present project was 
developed by Abdallah et. al, called the Digital Music Lab 
(DML) system, which is a large collection of metadata con-
taining both low-level features and collection-level analyses 
that is stored in a carefully planned architecture [30]. The 
DML system contains a rich selection of features similar to 
those found in the MSD and has a wider selection of genres.  
The primary differences between the current project and the 
DML system is that our project is compatible with symbolic 
music, and allows the user to curate their own dataset from 
theoretically any existing song or work, whereas with the 
DML the user is limited to songs in the DML system, which 
is comparatively lacking in popular music data.   

Popular music scholars need easy-to-use methods to collect 
relevant data about a specific collection.  They also need to 



  
 
be able to search the data and visualize it quickly across mul-
tiple dimensions without having to develop programming 
skills to do so.  The traditional approach has been to analyze 
scores, which show the data in a concise and easy to use for-
mat.  This project proposes additional formats for the data.  

3. PROJECT OVERVIEW 
This project focuses on three objectives.  The first is to iden-
tify efficient and effective methods of collecting and curat-
ing symbolic data to support musical analysis, including 
MIDI data collected from multiple sources, hand transcrip-
tions of scores, data from music listening sites like Spotify 
and chord transcriptions from websites similar to eChord.   

The second is to investigate approaches for integrating ex-
isting analysis tools with newly developed software.  
The third is to demonstrate the concept of combining data 
from multiple sources by building several datasets to per-
form representative analyses for musicological tasks.  

3.1 Data Collection Methods 
As a demonstration of the collection methods in our work-
bench, we describe the assembly of a subset of musical data 
for analysis. We chose to examine the weekly list of the 
“Billboard Hot 100” for the period of 1980 – 1989.  A web 
scraper for the Billboard website was built to retrieve the list 
and a SQLite3 table was created to enable it to be searched.  
Data from Spotify for each of the songs was collected using 
the Spotify API. 

Based on the Spotify API documentation, the primary fo-
cus of exposing the API is to allow developers to create ap-
plications to enhance Spotify premium listeners’ experience 
by recommending songs and playlists from the Spotify col-
lection. Unfortunately for musical analysis, the API search 
method only supports full text searches.  Specifically, filter-
ing parameters are limited to: artist, title, genre, year, market, 
upc and sirc (https://developer.spotify.com/documentation/ 
web-api/reference/search/search/).  Even though the returned 
data contains large amounts of fine-grained information, it 
needs further data manipulation to be used in analysis tasks 
(e.g., section lengths are identified, but need to be grouped 
and compared according to section type—verse, chorus, etc.)   
To make the data easier to search and filter for the user, we 
created a new SQLite3 database. Using this database, ana-
lysts can now select finer-grained musical features (e.g., sec-
tion length, number of sections, highest ranking) for specific 
songs from either source (Spotify or Billboard) in a single 
location. 

An examination of our database schema reveals a number 
of attributes that can be useful for popular music analysis. 
For example, our “track_feature” table has metadata ele-
ments extracted from Spotify that describe timbral character-
istics of a song, such as liveneness, acousticness, speechiness 
and energy; rhythmic characteristics, such as danceability; 
and mood characteristics, such as valence (see [28] for defi-
nitions of these features). We define additional tables, in-
cluding: “track_section”, “track_bar”, “track_beat,” and 
“track_tatum”, that contain metadata describing structural 
and metrical characteristics. The “track_section” table also 
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contains the estimated key and mode (major or minor) of a 
section. The “billboard_tracks” table has the artist, label, and 
title of the song, and the weekly ranking (1 – 100) pulled 
from the Billboard API.  Using our new database, it is rela-
tively straightforward to search for specific songs and com-
pute, for example, the average duration, number of sections 
or standard deviation of the duration of the beats in the song.  
This allows analysts to answer questions like “is there a trend 
toward shorter songs in the Billboard Hot 100 during the past 
20 years?” or, “Is there a historical trend towards music be-
ing more “in the pocket?” (i.e. tightly aligned to a specific 
pulse without drifting over the course of the song).  As a pro-
totype, we also developed an Excel workbook containing the 
Billboard 1980’s song data that allows analysts without pro-
gramming skills to analyze and visualize the data.1  

3.2 Integration with Existing Tools 
Popular music analysts will continue to need more special-
ized tools for sophisticated musical tasks such as metrical or 
Roman Numeral analysis.  This project developed a converter 
to allow symbolic data from Spotify to be parsed into mu-
sic21. The converter parses pitch, beat onset, duration, tempo, 
time signature, and bar vectors to create a music21 stream. 
The resulting stream is a hierarchical representation of the 
structural features of a song (i.e., section, bars, beats) linked 
to their timing information derived from the audio. Once the 
stream has been created, music21 tools can be used to analyze 
key, quantize or transpose the symbolic data so that it can be 
compared to other songs. For example, if pitch vectors were 
retrieved into a music 21stream and segmented by musical 
event, as was done in [21], our database could be used with 
music21 to work on various symbolic MIR problems such as 
chord estimation—something we are, in fact, currently test-
ing.  
 
3.3 Analysis Examples 
In order to validate the efficacy of the approaches to building 
datasets and using new and existing tools to analyze data, our 
project developed several comparative analyses.  These are 
described in the following sections. 

3.3.1 Large, surface-level features   
One reason for building a database of musical data is to en-
sure that the inferences made from the analyses are statisti-
cally valid for some larger population. As mentioned above, 
previous studies have mentioned the challenges of defining 
a representative musical population [19]. Here we demon-
strate the utility of collecting large amounts of musical data 
to augment statistical power. We queried the Billboard “Hot 
100” for the list of songs on the chart for the period of 1980 
through 1989. We then collected feature data from Spotify 
using our database. For the 10-year period, Figure 1 shows 
the Billboard Hot 100 had 4,226 total songs of which 3,554 
were available on Spotify (79.4%). 

As an exploratory exercise, we analyzed several descrip-
tive features extracted from this database for the same set of 
songs. The following paragraphs describe these sample fea-
tures. Figure 2 shows a histogram of the distribution of songs 
produced by various labels for the period 1980 – 1989.  The 



  
 
distribution shows that 225 labels produced less than 100 
songs each while two labels (Columbia and Atlantic) pro-
duced between 240 and 400 songs each. This finding raises 
additional questions such as whether the same labels con-
tinue to dominate in later years and whether there are simi-
larities between the rhythm, pitch, timbre and other musical 
information for a label.  In other words, do labels have a 
“style”? 

 

 

Figure 1. Coverage of songs from the weekly Billboard Hot 
100 in the Spotify database for the period 1980 – 1989. 

 
Figure 2. Distribution of Songs Produced by Label. 

Figure 3 shows the detail of the number of songs produced 
by the top 10 labels.  Additional questions to be considered 
are, whether the number of songs on the charts are simply a 
function of the size of the label, or whether some smaller la-
bels are able to produce better rankings.  Answering these 
questions might give insights into how much of an effect the 
marketing resources of a label affect the popularity of a re-
cording. 

Figure 4 shows the number of songs produced by the top 
10 artists for the same period.  This figure shows a more even 
distribution of songs among artists.  Additional questions 
suggested by this analysis are whether artists with popular 
recordings in a given timeframe (i.e. weeks or months) show 
similarities in musical features. 

Figure 5 shows the average length and number of sections 
of songs for the period.  A section is described in the Spotify 
developer guide as a portion of a song that shows a signifi-

cant change in rhythm or timbre [20].  The number of sec-
tions according to the Spotify data is higher than would be 
expected if one equated the word “section” with “verse” or 
“chorus”.   

Both features are relatively stable on average for the entire 
period, but questions to be answered might be whether the 
length and type of sections vary when chart rank is consid-
ered.  Another question might be whether the tempo of a 
group of songs varies from one section to another, and if so, 
how much.  One unexpected result of this analysis was that 

 
Figure 3. Detail of Songs Produced by the Top 10 Labels 
1980 – 1989. 

 

 
Figure 4. Songs Produced by the Top 10 Artists 1980 – 
1989. 
on average, the songs in this time period were nearly 4 
minutes long.  



  
 

  
Figure 5. Average Number of Sections and Average Song 
Length. 

Figure 6 shows a scatter plot of the number of sections vs. 
section tempo for each of the songs for the period.  The num-
ber of sections seems to cluster at between 7 and 20 and the 
tempo clusters between 50 and 200.  The project compared 
section lengths of selected songs from this data with descrip-
tions made by a human annotator [22].  The section bounda-
ries did not match exactly.  However, they were similar 
enough to warrant further investigation into how song struc-
ture computed from audio features differs with that of human 
annotators.  Another interesting question raised by this data 
is how often the tempo of sections changes within a given 
song. 

 

 
Figure 6. Section Tempo vs Number of Sections for Bill-
board Hot 100 songs from 1980 – 1989. 

Figure 7 shows a portion of an Excel Pivot Table that 
shows the modality, tempo and section boundaries for a se-
lection of songs by Bruce Springsteen.  High level structural 
analytics such as the examples above can be used to identify 
songs that have unusual structural characteristics for a 
deeper analysis. 

Figure 8 shows a portion of a detailed breakdown of the 
metric structure of “Just Got Paid” by ZZ Top.  The graph 
shows the relationship between pitch events, bars, beats (the 

numerator of the time signature) and tatums (defined as the 
lowest regular pulse train that a listener intuitively infers 
from the timing of perceived musical events) [20].  Figure 9 
shows a breakdown of the length of each bar in seconds for 
“Just Got Paid”.  This visualization not only shows the vari-
ability in tempo, but that there is a detectable pattern.  As 
mentioned above, this type of detailed analysis can be help-
ful in troubleshooting large scale analysis systems.  It can 
also be useful to help conceptualize which low-level audio 
features contribute to a given style.  
 

 
Figure 7. Excel Pivot table of Modality and Tempo of Se-
lected Song Sections.  Numbers in the left column under the 
heading “Born in the USA” are start times of each section.  
The two columns on the right are the tempo of the section.  
If the tempo is under the heading “0”, the section is minor.  
“1” is major.  

 

 
 
Figure 8. Detailed Song Analysis of one section of “Just 
Got Paid”. 
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Figure 9. Graph of bar durations from “Just Got Paid”. 

Figure 10 shows a heatmap with pitch class transitions 
from the song “Ghostbusters”.  The pitch data from Spotify 
has proven to be more difficult to use in large scale analysis.  
However, as mentioned above, researchers have used 
chroma vectors similar to the Spotify chroma vectors with 
additional preprocessing to predict harmony.  As an experi-
ment, this project converted the pitch information from 
Spotify for “Little Sister” to midi format using music21 and 
then played the resulting stream in GarageBand.  Based on 
listening to the output, it is unlikely that this data can be used 
for melodic analysis without significant filtering. 

 
Figure 10. Pitch Transitions heatmap from “Ghostbusters”. 

3.3.2 Chord detection 
Learning chord progressions is an important skill in analyz-
ing popular music.  As a result, websites like Ultimate Guitar 
and eChords have become popular resources for informal 
music education. However, given the level of effort and ex-
perience required to transcribe the harmonic content of pop-
ular songs, there has been considerable motivation to develop 
automated chord transcription algorithms [18]. These algo-
rithms typically are applied to raw audio data. However, since 
we are largely trying to evaluate the utility of the symbolic 
data (e.g., pitch vectors) output from Spotify, we investigated 
four approaches to using existing tools and data to perform 
chord estimation.  Code for the models is in a github reposi-
tory at https://github.com/bclark288/alternative-measures. 
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labels produced by the model by the total number of labels in the ground 
truth dataset). 

Music21 has key finding algorithms based on the 
Krumhansl-Schmuckler algorithm.  Research by Delgado 
and Napoles suggests that this key finding algorithm can be 
adapted to the task of chord recognition [6].  As a prototype, 
we developed a tool to parse Spotify song data (as described 
in section 3.2 above), analyze the harmonic content, and com-
pare the results of the analysis to ground truth harmonic anal-
ysis data (McGill Billboard project).  The overall accuracy 
for the prototype was 11.6%.1  Although the overall accuracy 
of this approach was low, the errors showed a tendency to be 
relatively close to the ground truth harmonically.  

Research suggests that using pattern matching in combina-
tion with Hidden Markov models (HMM) can yield good re-
sults in chord estimation. In collaboration with Nestor Na-
poles, this project modified a pattern-matching/HMM model 
to accept pitch vectors from Spotify in place of the chroma 
vectors computed from NNLS. Results for this model were 
also disappointing (significantly less than 50%, using the 
same accuracy measure as identified above).  Possible rea-
sons for the weak results were related to the difficulty of com-
puting segments from the pitch class vectors and aligning 
them with the timing of the ground truth data. 

In an effort to improve the accuracy of chord detection us-
ing pitch and timbre vectors, a convolutional recurrent neural 
network was developed.  We tested this using a dataset of 
chroma and timbre vectors for 890 popular songs from the 
McGill Billboard dataset.  

Accuracy using this model was considerably better (over 
50% training accuracy using the measure described above), 
although still not at standard performance accuracy for this 
type of algorithm.  The poor results suggest at least two fac-
tors are inhibiting the usefulness of precomputed pitch vec-
tors for harmonic analysis: the challenge of aligning seg-
ments with ground truth labels, and a need for additional fil-
tering or preprocessing of the pitch vectors.  

In sum, since we do not have access to the audio, nor to 
the algorithms that produced the pitch vector data, using this 
aggregated data for harmonic analysis remains a complex 
computational problem. However, we are continuing to eval-
uate other possible solutions, as the success of a model such 
as this one would be of high value. 

4. CONCLUSIONS 

4.1 Spotify database and data collection 
This project demonstrated the utility of using symbolic data 
computed from audio and extracted from the Spotify database 
for certain musical analysis tasks such as comparing songs on 
the basis of length, number of sections and modality of sec-
tions.  Our goal is to implement a method that relies on data 
extracted from a large, continuously updated data source (i.e., 
Spotify) in combination with other sources so that researchers 
may be able to examine musical questions via a larger and 
more appropriate sample of data.  By creating new tools to 
extract novel features, samples can be easily analyzed to see 
how they compare (e.g. how do popular songs from 1980 – 
1989 compare to songs from the past year).  



  
 
While we demonstrated the utility of the workbench for rela-
tively large-scale or surface features, the disappointing re-
sults of our attempts at chord recognition shows that the data 
may not be suited for every task.   

Although this project focused on developing tools to col-
lect data from Spotify, work by other researchers also demon-
strated the efficacy of collecting data from sources like 
eChords and the sites that house midi transcriptions of popu-
lar songs. These sites also give access to lyrical content—a 
musical feature that is grossly understudied [23]. 
Additionally, sites like Spotify and Soundcloud give invalu-
able insights into audience perception.  Review sites (e.g., ge-
nius.com) can provide valuable information relating to im-
portant musical features as well as audience perception infor-
mation.  Thus, we feel that the ideal dataset for analysis of 
popular music will contain data from multiple sources. 

4.2 Integration with existing tools 

Our sample analyses demonstrated the value of analyzing 
data from different sources using a toolkit with ready-to-use 
routines by developing a converter for music21 that parses 
Spotify data into a music21 stream. Computational analysis 
toolkits such as music21 have useful components that per-
form melodic, rhythmic and harmonic analysis. By integrat-
ing our workbench with these existing tools, we take ad-
vantage of their existing functionality. 

At present, we are currently developing a web scraping tool 
to collect chord information from Ultimate Guitar.com and 
Chordify.net. Given that other researchers have used chord 
transcriptions from websites like e-chords.com [15], future 
work will need to include integrating the prototype with ex-
isting tools such as music21, etc. As popular music scholars 
develop more quantitative analyses of popular music, exten-
sions to the existing tools as well as novel tools and features 
will need to be developed.  A priority for future improve-
ments to our workbench is to include friendly user interfaces 
to allow some of the tasks to be performed by people without 
any software development or programming skills. 

4.3 Comparative analysis 

Finally, our project demonstrated the value of performing 
comparative musical analysis by combining data across mul-
tiple sources (e.g., finding Billboard hits within the Spotify 
dataset). We evaluated the usability of the data itself as well 
as developed new features for comparison.  Given the com-
plexity of some types of analysis (e.g., harmonic analysis), 
more difficult tasks will require substantial manual interven-
tion. However, we aim to include several automated tools like 
the ones shown here to handle routine tasks, which will ulti-
mately improve both the quality and timeliness of an ana-
lyst’s work. 

5. FUTURE WORK 
While this project focused on proof-of-concept prototypes to 
demonstrate the value of updating/creating musicology tools 
to make them easier to use in the study of popular music, ad-
ditional work is needed in the following areas: 

5.1 User Interface 

The prototypes developed in this project are still mostly de-
pendent on the users having python programming skills.  The 
excel workbook (e.g., see Figure 12) developed to perform 
some of the example comparative analyses is an example of 
the type of tool that can be used to improve an analyst’s work-
flow. Since there are many existing popular tools for data vis-
ualization, (e.g. Sharepoint/PowerBI, Tableau, Plotly), future 
work will include such tools as well as developing an online 
version of the workbench featuring user-friendly interfaces 
for non-programmers.  

5.2 Chord detection 

The three initial prototypes for chord detection from Spotify 
pitch class profiles show that more work is needed.  However, 
given the importance of harmony in popular music, develop-
ment of this feature will be valuable.  Other research in this 
area that suggests that pitch class vectors similar to those out-
put from Spotify (i.e. EchoNest pitch class profiles) can be 
used for key or chord detection [2], and, that chord detection 
may be improved with some additional processing [7]. One 
key challenge that will have to be addressed in future work is 
the alignment of the time segments in the Spotify data with 
the segments in the ground truth dataset [13].  

5.3 Development of new metadata  

In this paper, our analyses made use of computed metadata 
such as average song length, average section length, and sec-
tion modality to aid the analysis of popular music and to dis-
cover features that define musical style. Future work will cre-
ate frameworks for more complex schema that, for example, 
could deal with the analysis at the intersection of multiple 
features (e.g., form and harmonic content). This will dramat-
ically facilitate the cross-comparison of multiple features 
such as chord progressions, rhythmic patterns and timbre to 
identify elements of style.   
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